
Consider the continuous-time state-space equations:

ẋ(t) = Ax(t) +Bu(t),

y(t) = Cx(t) +Du(t).

(1)

(2)

One simple way to do discretization is that we apply Euler method, i.e.,

x(t+ T ) = x(t) + Ax(t)T +Bu(t)T,

where T is the time interval for discretization. Then at time t = kT , we have

x ((k + 1)T ) = (I + TA)x(kT ) + TBu(kT ),

y(kT ) = Cx(kT ) +Du(kT ),

where I represents identity matrix. This discretization is easy but not accurate especially when
T is large, so we consider a different discretization.

For the discretization method to be discussed next, an assumption is made first. That is,
in each time interval T , the input is assumed to be constant. This is not a strong assumption
as this situation is very common in computer systems. Based on the assumption, we have for
kT ≤ t < (k + 1)T ,

u(t) = u(kT ) =: u[k].

For (1), its analytical solution at t = kT and t = (k + 1)T is, respectively, [1]

x[k] = x(kT ) = eAkTx(0) +

∫ kT

0

eA(kT−τ)Bu(τ)dτ,

and

x[k + 1] = x ((k + 1)T ) = eA(k+1)Tx(0) +

∫ (k+1)T

0

eA((k+1)T−τ)Bu(τ)dτ,

which can be further written as

x[k + 1] = eAT
[
eAkTx(0) +

∫ kT

0

eA(kT−τ)Bu(τ)

]
+

∫ (k+1)T

kT

eA(kT+T−τ)Bu(τ)dτ,

= eATx[k] +

(∫ (k+1)T

kT

eA(kT+T−τ)dτ

)
Bu[k].

By introducing a new variable α := kT + T − τ , we have

x[k + 1] = eATx[k] +

(∫ T

0

eAαdα

)
Bu[k].

Therefore, (1) and (2) at time t = kT become

x[k + 1] = Adx[k] +Bdu[k],

y[k] = Cdx[k] +Ddu[k].

(3)

(4)

1



with
Ad = eAT ,

Bd =

(∫ T

0

eAτdτ

)
B,

Cd = C,

Dd = D.

In this discretization there is no approximation involved, and (4) is the exact solution of (1) at
t = kT if the input is piecewise constant.
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